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Goal of the study

A fully distributional
model of the semantic
recoverability of verb
arguments, to improve on
taxonomy-based models1

1Resnik 1993, 1996
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The verb-argument relation

What kind of verb arguments are we interested in?

The verb-argument relation can be

• a grammatical function, such as “subject” or “direct object”2

• a semantic role, such as “Instrument” or “Patient”

The choice between the two depends on computational
requirements rather than on theoretical constraints.

2Resnik 1993, 1996.
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Recoverability of direct objects (arguments)

(1) John ate ∅object.

recoverable object: belongs to the category of Edibles
(grammatical sentence)

(2) *John made ∅object.

non-recoverable object: basically anything can be made!
(ungrammatical sentence)

4



PISA:
distributional
argument

recoverability

Cappelli & Lenci

Introduction
Goal of the study

Semantic
recoverability

Related work

PISA
The basic idea

The measure

Weighted models
and sorted models

Experiment
Datasets

Extraction

Embeddings

Results
Resnik’s SPS

PISA

Conclusions

References

Appendix

Recoverability of direct objects (arguments)

(1) John ate ∅object.

recoverable object: belongs to the category of Edibles
(grammatical sentence)

(2) *John made ∅object.

non-recoverable object: basically anything can be made!
(ungrammatical sentence)

4



PISA:
distributional
argument

recoverability

Cappelli & Lenci

Introduction
Goal of the study

Semantic
recoverability

Related work

PISA
The basic idea

The measure

Weighted models
and sorted models

Experiment
Datasets

Extraction

Embeddings

Results
Resnik’s SPS

PISA

Conclusions

References

Appendix

Recoverability of direct objects (arguments)

(1) John ate ∅object.

recoverable object: belongs to the category of Edibles
(grammatical sentence)

(2) *John made ∅object.

non-recoverable object: basically anything can be made!
(ungrammatical sentence)

4



PISA:
distributional
argument

recoverability

Cappelli & Lenci

Introduction
Goal of the study

Semantic
recoverability

Related work

PISA
The basic idea

The measure

Weighted models
and sorted models

Experiment
Datasets

Extraction

Embeddings

Results
Resnik’s SPS

PISA

Conclusions

References

Appendix

Recoverability of direct objects (arguments)

(1) John ate ∅object.

recoverable object: belongs to the category of Edibles
(grammatical sentence)

(2) *John made ∅object.

non-recoverable object: basically anything can be made!
(ungrammatical sentence)

4



PISA:
distributional
argument

recoverability

Cappelli & Lenci

Introduction
Goal of the study

Semantic
recoverability

Related work

PISA
The basic idea

The measure

Weighted models
and sorted models

Experiment
Datasets

Extraction

Embeddings

Results
Resnik’s SPS

PISA

Conclusions

References

Appendix

Recoverability of Instruments3 (adjuncts)

(3) John beheaded the prisoner ∅Instrument.

recoverable Instrument: a heavy-bladed tool, possibly a sword
(Require-Instrument verb)

(4) John killed the prisoner ∅Instrument.

non-recoverable Instrument: a weapon? poison? bare hands?
(Allow-Instrument verb)

3Koenig, Mauner, and Bienvenue 2002, 2003; Koenig, Mauner, Bienvenue, and
Conklin 2007.
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Resnik’s taxonomy-based measure5

Resnik’s starting point is that the distribution of entities4 used as
direct object in a corpus with any verb (light bars) is different
from their distribution with a specific verb (dark bars)
4belonging to ontological classes, specifically WordNet synsets
5Resnik 1993, 1996.
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Resnik’s Selectional Preference Strength

Resnik’s Selectional Preference Strength (SPS) of a verb with
respect to the possible fillers in the given relation6 is the
Kullback-Leibler divergence (relative entropy) between:

• the (posterior) distribution of WordNet synsets for the given
verb–relation pair

• the (prior) distribution of synsets participating in the given
relation over all verbs in the corpus

SPSv,r =
∑

c∈classes

p(c|v, r) logp(c|v, r)p(c|r) (1)

6which can be used as a measure of argument recoverability
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Resnik’s Selectional Association

From the SPS measure, Resnik derives the Selectional Association
(SA) of a verb with a specific argument participating in a given
relation, i.e. the highest SA among those computed for each class
the argument belongs to.

SAv,r,c =
p(c|v, r) log p(c|v,r)p(c|r)

SPSv,r
(2)

Resnik’s work inspired more taxonomy-based models of the SA
over the years7, but no further refinements of the SPS itself.

7Grishman and Sterling 1992; Abe and Li 1996; Ciaramita and Johnson 2000; Clark
and Weir 2001; Alishahi and Stevenson 2007; U. Padó, Crocker, and Keller 2009.
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Distributional Semantic Models (DSMs)9

Taxonomy-based models need a manually-built lexicon

DSMs don’t! Several distributional versions of the SA
(Pereira, Tishby, and Lee 1993; Erk 2007; Bergsma, Lin, and Goebel 2008;
Schulte im Walde et al. 2008; Erk, S. Padó, and U. Padó 2010)

PISA is inspired by Erk’s work8, where the SA of a verb and a given
argument in a given relation is the weighted similarity between
that argument and all the other arguments of the same
verb-relation pair.

SAv,r(a0) =
∑

a∈args(v,r)

wtv,r(a) sim(a0,a) (3)

8Erk 2007; Erk, S. Padó, and U. Padó 2010.
9Lenci 2018.
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The basic idea

EATverb

lunchdObj

dinnerdObj

fruitdObj

sushidObj

burgerdObj

saladdObj

sandwichdObj

dirtdObj

hatdObj

the dObjs of to eat are close together in a vector space
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The basic idea

MAKEverb

noisedObj

fooddObj

moneydObj

dinnerdObj

dealdObj

effortdObj

beddObj

the dObjs of to make are very sparse in a vector space
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PISA: a model of Preference In Selection of Arguments

Intuition: the vector-based SPS of a given verb-
relation pair should be positively correlated with
the semantic density of their arguments

Goal: modeling argument recoverability in the
spirit of Resnik’s SPS, building on Erk’s technique

Implementation: computing the semantic density
of the verb-relation pair as the mean pairwise co-
sine similarity between the arguments of the pair

12
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The measure

As in previous literature, relations in our model may be syntactic
ones or semantic roles, depending on their availability in a
corpus. We used only one similarity measure, cosine.

We average Erk’s SA (in 4) over the n arguments of a given
verb-relation pair to compute PISA (in 5):

SAv,r(a0) =
∑

a∈args(v,r)

wtv,r(a) sim(a0,a) (4)

PISAv,r =
1
n

n∑
i=1

SAv,r(ai) (5)
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Weighted models

Some arguments are more associated with a given verb-relation
pair than others (e.g. hamburger is a more typical dObj of to eat
than topinambur) −→ they get different weights10

• UNI assumes a uniform distribution: wtv,r(a) = 1
• FRQ is the co-occurrence frequency of a given argument with
the verb-relation pair: wtv,r(a) = freq(a, v, r)

• IDF assigns higher scores to arguments occurring with fewer
verb-relation pairs: wtv,r(a) = log |v,r|

|v,r:a∈v,r|

• LMI is the Local Mutual Information of the argument and a
given verb-relation pair: wtv,r(a) = f(a, v, r) log2

p(a,v,r)
p(a)p(v,r)

• ENT is the entropy of the argument of a given verb-relation
pair: wtv,r(a) = −

∑
a∈args(v,r) p(a) log2 p(a)

10Erk 2007; Erk, S. Padó, and U. Padó 2010.
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Unweighted models

Weighted models include ALL the arguments in
the calculation (can be a very large number!)

Is it possible to obtain relevant information con-
sidering the most relevant k arguments only?

We created unweighted models

• with only the top/bottom k argument nouns for each
verb-relation pair (300 dObjs, 20 Instruments)

• arguments are sorted based on the FRQ, IDF, LMI and ENT
weighting functions
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Datasets

99 transitive verbs (50 recoverable dObj+ 49 non-recov dObj)
34 from Resnik 1993, 35 from Levin 1993, 30 high-frequency verbs

173 Instrument verbs (116 recoverable Instr + 57 non-recov Instr)
taken from Koenig, Mauner, Bienvenue, and Conklin 2007

The datasets and the scripts we used to run our model are freely
available here on GitHub (courtesy of Ludovica Pannitto)
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Extraction of verb arguments

Arguments of verbs extracted from ukWaC11, a 2-billion token
part-of-speech tagged and lemmatized corpus of English

extraction of head nouns without determiners and modifiers:

(5) a. a big rusty sword
b. sword

Instruments = PPs headed by with, Artifact as a noun argument12

11Ferraresi et al. 2008.
12As defined in WordNet 3.0 (Miller 1995)
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Word embeddings

300-dimensional embeddings trained on a concatenation of
ukWaC and a 2018-dump of English Wikipedia

Both window-based and syntax-based contexts, different window
sizes (2 or 10) for both SVD reduced count-based DSMs and
neural embeddings created via word2vec

SVD w2v w2vf
synt.c1000 CBOW.w10 SGNS.synt.c1000
synt.c500 CBOW.w2 SGNS.synt.c500
w10 SGNS.w10 SGNS.w10
w2 SGNS.w2 SGNS.w2

Table 1: Tested embedding types (w2v = word2vec; w2vf = word2vecf).

18
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Results: Resnik’s SPS

Resnik’s SPS scores higher for recoverable-
argument verbs than for non-recoverable argu-
ment verbs?

mean recov mean non-recov
dObj verbs 4.27 1.89
Instr verbs 4.72 3.60

stats
dObj verbs U = 264, n1 = 50, n2 = 49, P < .001
Instr verbs U = 4646, n1 = 116, n2 = 57, P < .001
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Results: PISA

Full results available in the Appendix!

PISA can separate the two groups of recoverable-
and non-recoverable-argument verbs, based on
significant Mann-Whitney U tests

weighted PISA: highly significant results
sorted PISA: best with word2vec, FRQ/ENT weights

same significance pattern for Mann-Whitney U
tests (to evaluate PISA) and Spearman correla-
tions (to compare PISA and Resnik’s SPS)
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Conclusions

PISA is as good as SPS but computationally
cheaper (no WordNet required!)

Whichweight is the best? UNI is easier (no weight,
no k value), ENT is more conservative wrt Resnik,
sorted FRQ is best for very large sets of verbs

future studies will predict the recoverability of ar-
guments in other syntactic or semantic relations
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Appendix

weighted top k bot k
SVD *** - -

UNI w2v *** - -
w2vf ** (***) - -
SVD *** ** (***) ns

FRQ w2v *** *** ns
w2vf *** ** (***) ns
SVD *** ** (ns) ns (***)

IDF w2v *** *** (ns) ***
w2vf ** (***) ns ns
SVD *** (**) ** (ns) ns (**)

LMI w2v *** * (ns) *
w2vf *** (*) * (ns) * (**)
SVD *** (*) ns (***) ns

ENT w2v *** (**) *** ns
w2vf *** (**) * (ns) *

Mann-
Whitney U
p-values (re-
cov vs non-
recov verbs)
Whenever
transitive and
Instrument-
verb results
are different,
the former
are on the
left and the
latter on the
right of the
same cell
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Appendix

weighted top300 bot300
SVD .832*** - -

UNI w2v .851*** - -
w2vf .250* - -
SVD .854*** .341*** -.041 ns

FRQ w2v .835*** .712*** -.024 ns
w2vf .743*** -.368*** -.090 ns
SVD .750*** -.328*** .211 ns

IDF w2v .818*** -.388*** .457***
w2vf .256* -.154 ns .164 ns
SVD .791*** -.385*** -.092 ns

LMI w2v .711*** -.135 ns .129 ns
w2vf .667*** -.092 ns .091 ns
SVD -.905*** .163 ns .111 ns

ENT w2v -.908*** .579*** .134 ns
w2vf -.911*** .254* .320**

Spearman
correlations
between PISA
and Resnik
scores for
transitive
verbs.
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weighted top20 bot20
SVD .404*** - -

UNI w2v .244*** - -
w2vf .105 ns - -
SVD .283*** .481*** -.025 ns

FRQ w2v .179* .519*** -.005 ns
w2vf .127 ns .326*** .037 ns
SVD .384*** .005 ns .135 ns

IDF w2v .242*** .09 ns .265***
w2vf .082 ns .176* .03 ns
SVD .170* .152* -.011 ns

LMI w2v .134 ns .134 ns -.065 ns
w2vf .077 ns .266*** -.013 ns
SVD -.885*** .118 ns .003 ns

ENT w2v -.920*** .256*** .088 ns
w2vf -.928*** .031 ns .334***

Spearman
correlations
between PISA
and Resnik
scores for
Instrument
verbs.
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